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Abstract

To study the effect of bone mass on the risk of fracture, we followed 521 Caucasian women over an average of 6.5 yr and took repeated bone mass measurements at the radius. We observed 138 nonspinal fractures in 3,388 person-yr. The person-years of follow-up and the incident fractures were cross-classified by age and bone mass. The incidence of fracture was then fitted to a log-linear model in age and bone mass. It was found that incidence of fracture increased with both increasing age and decreasing radius bone mass. When subsets of fractures were examined it was found that age was a stronger predictor of hip fractures, whereas midshaft radius bone mass was a stronger predictor of fractures at the distal forearm. We concluded that bone mass is a useful predictor of fractures but that other age-related factors associated with fractures need to be identified.

Introduction

Osteoporosis is defined as a condition of low bone mass with increased susceptibility to fractures. However, available evidence is not very strong in showing a direct relationship between the risk of fracture and the level of preexisting bone mass.

The strongest evidence comes from in vitro experiments demonstrating a direct relationship between bone mass and bone strength. It has been shown that ~80–90% of bone strength can be explained by its mass (1). Various studies on human subjects in vivo, however, have shown a weaker association. Although most studies have shown that subjects with fractures have significantly lower mean bone mass than controls of similar age, the overlap between the two groups is so large that the bone-mass measurement is of little value in discriminating between individuals with and without fracture (2, 3). Furthermore, most of these studies have been performed retrospectively. When bone mass is measured after the fractures, bone loss as a result of, rather than as a cause of, fracture cannot be excluded. The few prospective studies that show increased risk of fracture with lower bone mass (4, 5) are based on small numbers of fractures and have some methodologic problems, primarily the failure to control for age in the analyses.

In this article, we present a prospective study on more than 500 subjects with repeated bone-mass measurements over 15 yr. This allows for the first time the estimation of the risk of fracture as a simultaneous function of age and the changing bone mass in the individual.

Methods

Study subjects. The subjects (n = 521) were volunteers recruited for a study on the natural history of bone loss in Caucasian women. The original cohort was formed in 1971 but new subjects have been continuously added over the following 15 yr. The younger subjects were drawn primarily from gynecologic patients and workers at the Indiana University Medical Center, their friends, and residents in Franklin, a small town about 30 mi from Indianapolis. Many of the older subjects (~80% of those over age 65) were ambulatory residents of a retirement home in Franklin. Subjects were excluded if they had life-threatening illnesses, if they were unable to give informed consent, or if they had conditions thought to affect mineral metabolism or bone. Subjects taking medications known to affect mineral metabolism (e.g., corticosteroids, anticonvulsants, and estrogen) were also excluded. All subjects made one to four visits per year for bone-mass measurements, a brief clinical review, and a history of recent fracture. All subjects included in the present study must have had two or more measurements of bone mass over more than 1 yr; the average was 24.6 bone-mass measurements over 6.5 yr. This research was approved by the Indiana University Institutional Review Board, and all subjects provided informed consent.

Bone mass measurement. The bone width and mass of each subject was measured at the midshaft of the radius using Norland single photon absorptiometers with long-term reproducibility (based on the SD about the regression line for individual bone-mass overtime) of ~2%, as has been previously published (6).

Documentation of fractures. A history of fractures was taken at each visit. Fractures before the first bone-mass measurement were not included in this prospective study. In subjects residing at the retirement home, a technician verified the site of fracture from x-ray reports. Subjects residing at home were asked whether the fracture had been diagnosed by a physician and only those fractures that were reported to be seen on x-ray were included. Since only fractures requiring physician visits and diagnosis were included, and since follow-up visits were at very frequent (on average 4-mo) intervals, it is unlikely that fractures were missed.

Fractures resulting from automobile accidents were excluded from the analyses because the force of trauma was considered to be an overwhelming factor. Spinal fractures were also excluded since a systematic effort to look for asymptomatic or undiagnosed fractures in the spine was not made. Routine lateral x-rays would have been required on all subjects at regular intervals to assess the incidence of crush fractures and this was considered unreasonable, given the long follow-up. In addition to analyzing all other fractures, a specific study of hip and wrist fractures was made for comparison with other studies. Hip fractures were identified as fractures at the neck or trochanter of the femur. Since Colles' fractures could not be reliably identified in some of the younger subjects, a subgroup of fractures of the distal forearm that included distal radius, distal ulna, and wrist were studied. In addition, other fractures were studied as two subgroups: (a) upper forearm, leg (tibia, fibula, and shaft of femur), ankle, and pelvis, the
incidence of which increases with age; and (b) skull, hands, and feet, the incidence of which does not increase with age according to previous studies (7-12).

Data reduction. The periods of follow-up were divided into intervals according to the subject's age at the time of each bone measurement: younger than age 45, 5-yr intervals from age 45 to 79, and older than age 79. For example, a subject who was followed from age 58 to 73 and measured yearly would contribute 2 person-yr to the 55-59-yr interval, 5 person-yr each to the 60-64- and 65-69-intervals, and 3 person-yr to the 70-74-yr interval. For each interval in each subject, the mean bone mass of all bone measurements made within that interval was calculated. Each interval of a subject period was then classified by the mean bone mass at increments of 0.1 g/cm. Thus, each subject was periodically reclassified by age interval and mean bone mass. For each age-by-mean bone-mass category, the total of person-years that were contributed by all subjects was calculated. Fractures were assigned to the age interval and bone-mass increment of the individual at the time of fracture, and fractures per person-year for each age- and bone-mass-interval were obtained.

Statistical analysis. Within each age interval of each subject, fractures were assumed to occur randomly over time with an underlying rate determined by the person's age and level of bone mass. From the assumption of a random occurrence of fractures, the number of fractures in each age interval for an individual with a given bone mass would be expected to follow a Poisson distribution and to have a certain mean which would be equal to the variance. However, when data were combined from different individuals with the same bone mass in the same age interval, we expected the Poisson variance to be inflated by a factor due to between-subject variability. In other words, the variance of the total number of fractures of all subjects in an interval would be greater than the expected total number of fractures. Therefore, in the statistical model we allowed a scale factor to reflect the extra-Poisson variance. Since we no longer had an exact Poisson distribution we used a quasi-likelihood approach for parameter estimation (13), which depends only on the algebraic form of the mean and variance and does not require the specification of the exact distribution. In our model, we assumed that the variance was proportional to the mean. Using this technique, we estimated the fracture rate in each category as a function of age and bone mass in a log-linear model.

The scale-factor that reflected the extra-Poisson variance was then estimated from a Pearson's chi-square statistic calculated from the residuals of the fitted model. If the scale-factor was greater than one, it was used to adjust the variance estimates and the test statistics. The Pearson's chi-square statistic could also be interpreted as a goodness-of-fit test for the exact Poisson model (i.e., if the scale factor equaled one). This particular statistical approach was chosen because it was appropriate for analyzing categorical data for which some subjects had contributed data to more than one category. An outline of the general approach is given in the appendix. The statistical modeling was performed using generalized linear interactive modeling (14).

Results

The 521 subjects contributed a total of 3,388 person-yr of follow-up. The distributions of their age at entry, the length of follow-up, and the number of bone-mass measurements are given in Table I.

The first set of analyses was based on a total of 138 fractures at all sites; the distribution of sites is shown in Table II. Hip fractures occurred most frequently (n = 34) and face/skull fractures least frequently (n = 2). Table III lists the number of person-years at risk and the number of observed and expected fractures for each age and bone-mass interval. The logarithm of the rate of fracture was fitted to a linear model of age and bone mass. The results showed that the linear terms of both factors were significant (P < 0.05), but that their quadratic terms and the interaction between age and bone mass were not. The fitted model is given by:

expected number of fractures per person-year

\[ = \exp[-5.883 - 2.014 (\text{bone mass}) + 0.06114 (\text{age})] \]

where bone mass is in grams per centimeter and age is in years.

The goodness-of-fit statistic from the observed and expected cell frequencies equaled 48.4 for a chi-square distribution with 45 degrees of freedom. (Under the Poisson model, the expected value of chi-square statistic equals the number of degrees of freedom. If the chi-square statistic is nearly equal to or smaller than the degree of freedom, the data are consistent with an exact Poisson model.) The plot of the standardized residuals displayed a near-normal distribution. These results showed that the log-linear model was consistent with the assumption that fractures occur randomly at a rate determined by age and bone mass alone, and that no additional between-subject variability contributed substantially to the rate. Thus, it was appropriate to assume that the scale factor in the model was equal to one and that no adjustments were necessary for the variance estimates or for the test statistics.

The fracture risk from the fitted model is plotted against bone mass for various age groups, and against age for various levels of bone mass in Fig. 1. From Fig. 1 A we see that for every age group the relative risk of fracture between the lowest and the highest level of bone mass is greater than two, but because the rate of fracture increases significantly with age, the absolute increase in fracture risk for a given deficit in bone mass is much greater for older than for younger women. Within the range of age and bone mass observed in this study, age appeared to have a stronger effect on fracture rate. This is evidenced by the steeper rise in fracture rate with age for a given level of bone mass (Fig. 1 B) compared with the rise of

<table>
<thead>
<tr>
<th>Table I. Characteristics of 521 Caucasian Women Studied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at entry (yr)</td>
</tr>
<tr>
<td>Length of follow-up (yr)</td>
</tr>
<tr>
<td>Number of bone-mass measurements</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table II. Distribution of Site of 138 Fractures Experienced by 521 Study Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face/skull</td>
</tr>
<tr>
<td>Rib/clavicle</td>
</tr>
<tr>
<td>Upper arm</td>
</tr>
<tr>
<td>Radius/ulna</td>
</tr>
<tr>
<td>Wrist</td>
</tr>
<tr>
<td>Hand/finger</td>
</tr>
<tr>
<td>Pelvis</td>
</tr>
<tr>
<td>Hip</td>
</tr>
<tr>
<td>Leg (long bones)</td>
</tr>
<tr>
<td>Patella</td>
</tr>
<tr>
<td>Foot</td>
</tr>
<tr>
<td>Ankle</td>
</tr>
</tbody>
</table>
Table III. Number of Fractures Per Person-Years at Risk by Age and Bone-Mass Intervals (Expected Values in Parentheses)

<table>
<thead>
<tr>
<th>Age (yr)</th>
<th>&lt;0.60</th>
<th>0.60-0.69</th>
<th>0.70-0.79</th>
<th>0.80-0.89</th>
<th>0.90-0.99</th>
<th>1.0+</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;45</td>
<td>-</td>
<td>0.6/3.3</td>
<td>0.43/3.3</td>
<td>0.13/4.3</td>
<td>1/135.0</td>
<td>0/107.4</td>
<td>1/426.3</td>
</tr>
<tr>
<td>45-49</td>
<td>-</td>
<td>0.2/2.2</td>
<td>0.44/3.2</td>
<td>0.2/131.2</td>
<td>0/107.6</td>
<td>0/49.3</td>
<td>4/335.2</td>
</tr>
<tr>
<td>50-54</td>
<td>-</td>
<td>1/19.6</td>
<td>0/106.5</td>
<td>3/118.0</td>
<td>0/115.8</td>
<td>0/39.0</td>
<td>5/398.9</td>
</tr>
<tr>
<td>55-59</td>
<td>0.4/5.4</td>
<td>3/63.3</td>
<td>7/139.2</td>
<td>5/156.0</td>
<td>0/35.6</td>
<td>16/494.5</td>
<td></td>
</tr>
<tr>
<td>60-64</td>
<td>0.2/1.6</td>
<td>2/87.8</td>
<td>4/159.4</td>
<td>4/152.6</td>
<td>0/22.6</td>
<td>11/496.5</td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>1.8/4.6</td>
<td>3/91.0</td>
<td>6/109.5</td>
<td>0/45.6</td>
<td>0/15.4</td>
<td>6/323.9</td>
<td></td>
</tr>
<tr>
<td>70-74</td>
<td>3.2/4.2</td>
<td>4/69.2</td>
<td>1/63.0</td>
<td>0/8.2</td>
<td>0/4.7</td>
<td>11/201.1</td>
<td></td>
</tr>
<tr>
<td>75-79</td>
<td>4.3/4.4</td>
<td>3/47.3</td>
<td>2/43.7</td>
<td>0/18.0</td>
<td>0/3.3</td>
<td>7/160.0</td>
<td></td>
</tr>
<tr>
<td>80+</td>
<td>5.0/5.1</td>
<td>12/167.5</td>
<td>26/151.6</td>
<td>1/12.9</td>
<td>0/11.9</td>
<td>73/552.5</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>47/415.5</td>
<td>25/554.2</td>
<td>46/861.1</td>
<td>15/776.8</td>
<td>5/521.1</td>
<td>0/260.2</td>
<td></td>
</tr>
</tbody>
</table>

fracture rate with bone mass at any given age (Fig. 1A). While this of course reflects the scales used for the plots, these plots describe the fracture risk only across the observed range of data. For example, a difference of 0.1 g/cm of bone mass (at age 65-69) confers a difference in fracture risk of 8/1,000 person-yr; a difference in age of 10 yr (at a bone mass of 0.8-0.89) confers a difference in fracture risk of 21/1,000 person-yr. No comparison of this type can be perfectly fair, but a 0.1 g/cm decline in bone mass approximates the average population change in 10 yr (1%/yr), and thus the two and a half times greater risk for this difference in age, compared with the difference in bone mass, does reflect the relative strength of these risk factors.

We also examined the distribution of the 34 hip fractures.
Since the original classification of age and bone mass yielded a very sparse table, we combined the levels of age and bone mass into broader categories. The observed frequencies are shown in Table IV. When a log-linear model was fitted to the rate, bone mass was no longer a significant predictor once age was in the model. The final model was:

\[ \text{expected number of hip fractures per person-year} = \exp(-14.3 + 0.132 \times \text{age}). \]  

(2)

The chi-square goodness-of-fit statistic was 5.05 with 13 degrees of freedom. The observed and expected frequencies of hip fractures (see Table IV) are consistent with the assumptions of a Poisson model. The observed and expected rates of hip fractures for different age groups are also shown in Table IV. It should be noted that when both age and bone mass were included in the model for hip fractures, the regression coefficient (−2.3) for bone mass was almost identical to its corresponding value in the model for predicting all fractures (see Eq. 1). The regression coefficient was not significantly different from zero in the hip fracture model because of the smaller number of outcomes.

We further examined the distribution of 17 fractures at the distal forearm. Even broader categories of age and bone mass were used because of the small number of fractures. The frequency distribution is shown in Table V. When the rate of fracture was fitted to a log-linear model, bone mass alone resulted in a better fit than did age alone, and the use of both variables did not improve the fit of the model significantly. The fitted model simply states that for bone mass > 0.8 g/cm, the risk of fracture at the distal forearm is 0.64/1,000 person-yr and that the risk increases to 8.74/1,000 person-yr when bone mass drops below 0.8 g/cm.

At the distal forearm, the expected frequency of fracture for each level of bone mass can be compared with the corresponding observed frequency in Table V. The chi-square goodness-of-fit statistic was 4.02 with 4 degrees-of-freedom, again consistent with a Poisson distribution.

The results from the analysis of fractures, which consisted of upper forearm, legs, ankles, and pelvis, were similar to the results for fractures at the distal forearm, i.e., bone mass alone was a slightly better predictor of fracture incidence than age alone, but inclusion of both predictors did not improve the fit of the model. The regression coefficient (−2.4) for bone mass was comparable to the corresponding regression coefficient (−2.0) in predicting all fractures (see Eq. 1).

For the group of fractures (skull, hands, and feet) not previously found to increase with age, we did find an increasing incidence with age, although the number of fractures was quite small. Bone mass alone was a much weaker predictor of these fractures. Furthermore, forcing both age and bone mass into the model led to a positive but insignificant regression coefficient for bone mass, indicating that bone mass has no additional predictive value beyond age for this group of fractures.

**Discussion**

From this study, we found that the rate of all nonspinal fractures increases with decreasing bone mass and with increasing age. This is the first time that these two factors have been shown directly to have independent effects on fracture risk, although this finding was not surprising based on the indirect evidence from previous studies.

Most studies of bone mass and fracture risk in living human subjects have been based on the comparison of bone mass of subjects who have or have not sustained fractures in the past. Although these studies usually find a significantly lower mean bone mass in the fracture group, the overlap between the cases and controls is always large, which has led some researchers to conclude that bone mass is not useful in identifying subjects at risk of fracture (3). Studies using age-matched controls in particular have found only small differences because almost all women lose bone with age and most of the fractures occur at older ages. Because of all the problems mentioned above, and the usual biases associated with retrospective studies, prospective studies provide a more valid assessment of the role of bone mass in predicting fractures. More importantly, prospective studies give true estimates of relative risks without the assumption of rare outcomes when fractures may not be such rare events in the elderly.

The few published prospective studies of the effects of bone...
mass on fracture risk have some methodologic problems. Smith et al. (4) did not account for the effects of age, which is highly correlated with bone mass; they also ignore the variable lengths of follow-up of the subjects. The findings of Wasnich et al. (5) are based on very small numbers of fractures with a relatively large number of covariates so that their estimates of relative risks must have large SEs, although these were not reported.

From the previous studies, we decided that the best way to assess the role of bone mass in fracture risk was to conduct a prospective study using absolute bone mass rather than relative bone mass for a given age, and to assess simultaneously the effect of age as an independent predictor. Our results showed the additivity of the effects of age and bone mass on the log- \[ \text{of fracture rate} \]. Thus, their effects on the actual rate of fracture are multiplicative; i.e., the increase in fracture rate due to a given amount of bone mass deficit becomes greater as a subject gets older. Since we included all nonspinal fractures, it is possible that fractures at some sites may not be related to osteoporosis. The inclusion of such fractures could have weakened the relationship between bone mass and fractures, but we chose the more objective estimate of the risk of all fractures without qualification.

The usefulness of bone mass in predicting fractures persisted when we examined the subgroup of fractures at the distal forearm. Bone-mass measurements were stronger than age in predicting these fractures. This agrees with Melton’s explanation of the plateau of incidence rates of Colles' fracture with slowing bone loss later in life (2).

From reviewing the indirect evidence of previous studies, Cummings (3) has concluded that bone-mass measurements do not predict hip fractures. We now have direct evidence showing that age is a much stronger predictor of hip fractures than is radius bone mass. This finding, however, is not different from that for all fractures combined. Indeed, when age and bone mass are both included in the model for predicting hip fracture, the estimated relative risk due to decreasing bone mass is almost identical to its corresponding estimate for all fractures. However, because of the smaller number of hip fractures in this study, this magnitude of relative risk is no longer statistically significant. Although Melton et al. (15) concluded that bone-mass measurements at the hip were predictive of the risk of hip fracture, their findings are based on indirect evidence from both the population age-distribution of hip fractures and the age-specific distribution of bone measurements from a small survey. Briefly, an age-stratified random population sample of all women aged 35 and over was selected for bone-mass measurements of the hip, and the distribution of bone density was estimated as a function of age. A normal distribution of bone density was also fitted to similar measurements on 49 hip fracture patients. The incidence rate of hip fractures for any specified range of bone density was then calculated from the expected numbers of fractures and women at risk derived from these fitted distributions. The value of bone-mass measurements at the hip in predicting hip fractures remains to be assessed from direct prospective studies.

Bone mass was also found to predict the risk of most other fractures except at the skull, hands, and feet. Our results are consistent with the findings from many epidemiologic studies of site-specific fractures at Mayo Clinic (7–12). They have also suggested that, except for skulls, hands, and feet, most fractures are related to bone mass because of their increasing incidence with age.

We measured bone mass at the radius instead of other sites purely for historical reasons. When the women were first studied in 1971, this was the only technique available for repeated measurements that did not pose excessive radiation problems. To take advantage of the long-term follow-up, we have continued to measure these women at the radius. However, photon densitometry measurements at other sites have since become available and it is possible that measurements at other sites will be even stronger predictors of fractures, especially those at the site of fracture.

The magnitude of relative risks between different levels of bone mass is similar to those for many risk factors for other diseases. Fracture is as prevalent in older women as coronary heart disease (CHD)1 in men. Thus, the attributable risk due to low bone mass (the difference in rates of fractures between high and low bone-mass groups) is at least as large as the attributable risk for factors associated with other diseases. To give perspective on the usefulness of bone measurements for predicting fractures, we quote some estimates for the use of total serum cholesterol in predicting CHD. In the Framingham study, the 24-yr incidence of CHD for men starting at age 55–59 was 604/1,000 (16). The relative risk (estimated by relative odds) of CHD is 1.25 for every SD increase in cholesterol (17). For women, starting at age 60, the 24-yr incidence of fractures is 794/1,000 from this study, and the relative risk is 1.3 for every SD of decrease in bone mass. From the order of magnitude of these estimates, we can conclude that bone mass is at least as useful in predicting fractures as cholesterol is in predicting CHD.

The strong effect of age on the risk of fracture does not mean that fractures should be accepted as part of the aging process. Since we drew most of our older women from a retirement home, they may have been more uniformly debilitated than the “free-living” elderly. This may be the reason we did not find large between-subject variances after accounting for age and bone mass. However, aging itself is probably not a direct risk factor but the physiologic changes associated with it must account for the increase in the number of fractures. Further research is needed to identify these factors.

Appendix

If fractures occur randomly over time at some underlying mean rate, it is said to follow a Poisson process. For an individual with bone mass \( x_1 \) at age \( x_2 \), the probability of sustaining \( k \) fractures in a unit time is given by \[ Pr(Y = k) = \frac{e^{-\lambda} \lambda^k}{k!} \],

where \( \lambda \) is the underlying rate of fracture and \( \text{Var}(Y) = E(Y) \).

The rate \( \lambda \) can be modeled as a linear function of bone mass and age:

\[ \log \lambda = \beta_0 + \beta_1 x_1 + \beta_2 x_2 \]

It follows that for a number of individuals contributing a total of \( N \) person-years at risk,

\[ \log(\text{expected number of fractures}) = N \cdot \beta_0 + \beta_1 x_1 + \beta_2 x_2 \]

1. Abbreviations used in this paper: CHD, coronary heart disease.
If there is inter-subject variability in fracture risk other than that attributable to age and bone mass, we expect
\[ \text{var}(Y) = \sigma^2 E(Y), \]
where \( \sigma^2 \) is a scale-factor > 1.

With the mean and variance defined, we may use the quasi-likelihood approach to estimate the model parameters (6). The estimation of \((\beta_0, \beta_1, \beta_2)\) is independent of \(\sigma^2\), so algorithms for log-linear models assuming Poisson distributions can be applied. The scale-factor \(\hat{\sigma}^2\) can then be estimated from the residuals of the fitted model:
\[ \hat{\sigma}^2 = \frac{\sum (O - E)^2}{E}(n - p), \]
where \(O\) and \(E\) are, respectively, the observed and expected (from fitted model) number of fractures in each age-by-bone mass combination, \(n\) is the total number of such combinations, and \(p\) is the number of unknown parameters other than \(\sigma^2\). If \(\hat{\sigma}^2 > 1\), variance estimates from fitting the Poisson models are multiplied by \(\hat{\sigma}^2\) and SEs are multiplied by \(\hat{\sigma}\). All hypothesis testing are based on the inflated variance estimates.
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