Inflammation is a rapid yet coordinated response that can lead to the destruction of microbes and host tissue. Triggers capable of inducing an inflammatory response include tissue damage and infection by pathogenic and nonpathogenic microbes. Each of these triggers represents a qualitatively distinct stress to the host immune system, yet our understanding of whether they are interpreted as such remains poor. Accumulating evidence suggests that recognition of these distinct stimuli converges on many of the same receptors of the innate immune system. Here I provide an overview of these innate receptors and suggest that the innate immune system can interpret the context of an inflammatory trigger and direct inflammation accordingly.

Introduction

Inflammation is a coordinated process induced by microbial infection or tissue injury (1, 2). The process involves an enormous expenditure of metabolic energy, damage and destruction of host tissues, and even the risk of sepsis, multiple organ failure, and death. The main function of inflammation is to resolve the infection or repair the damage and return to a state of homeostasis. Intrinsic to the efficacy of such a system is the ability to mount a rapid response appropriate to the particular type of inflammatory trigger while limiting the damaging aspects of inflammation as much as possible. Thus the ideal inflammatory response is rapid and destructive (when necessary), yet specific and self limiting. The importance of this balance is demonstrated by the observations that in certain chronic infections or inflammatory disorders the inflammatory response causes more damage to the host than the microbe (2, 3).

Defining the signals that orchestrate coordinated inflammatory responses is a clinically relevant problem with implications for our overall understanding of how the immune system senses stress in the form of infection and tissue damage. At the most basic level, the immune system can be viewed as two interconnected branches. Innate immunity is the more ancient of these branches, existing, in some form, in all metazoan organisms (4). Cells of the innate immune system use invariant receptors to detect and signal the occurrence of microbial infection (4, 5). These signals serve two principal functions: initiation of an inflammatory cascade that helps contain the infection and activation of the adaptive immune response, the second branch of the immune system. The adaptive immune response consists of expansion of the small number of microbial-specific lymphocytes, a process that is highly effective and specific but that takes days to fully develop. Therefore, the hallmarks of inflammation that we associate with microbial infection (i.e., redness, heat, swelling, and pain) are initiated by innate immune recognition. Cells of the adaptive immune response can contribute to and exacerbate these effects, but the primary signals that start the response and ultimately resolve it are linked to innate immune recognition.

In this article, I describe the signals that are integrated into the decision to initiate an inflammatory response. In particular, I focus on whether the host distinguishes different inflammatory triggers and, if so, how this discrimination is mediated. Tissue damage (i.e., injury) and microbial infection are the primary inducers of inflammation (1, 2). The role for innate receptors in detecting microbial infection is now well appreciated (4), although whether the host can discriminate between pathogenic and nonpathogenic microbes is less clear. Recent work suggests that certain products of tissue damage can also be detected by innate receptors (6, 7). This convergence of proinflammatory triggers on innate immune receptors raises the question of whether sterile injury and microbial infection are viewed equivalently by the innate immune system. The benefits of such a design are difficult to envision. Although it might be emotionally appealing to group inflammatory stimuli together with amorphous labels such as “danger signals” (8), the reality is that infection and tissue damage present qualitatively different challenges to the host. At the most basic level, the former involves the presence of a foreign organism, whereas the latter does not. Accordingly, the appropriate response to infection might require additional destruction of self tissue in order to contain the microbe (1, 9). This response seems to escalate if a pathogen has acquired virulence mechanisms that enable it to manipulate the host response (10, 11). In contrast, the response to tissue damage might focus more on repair. Based on the recent advances in our understanding of innate immune signaling discussed here, I propose that distinct inflammatory outcomes might depend on the type of ligand recognized and the context in which recognition takes place.

Induction of inflammation through pattern recognition

The main trigger of inflammation is the recognition of microbes by receptors of the innate immune system (4). This molecular recognition event is conceptually quite distinct from the recognition of microbial components by antigen receptors of T and B lymphocytes. Lymphocytes collectively express billions of unique, randomly generated receptors and therefore have the capacity to recognize any target (12). In contrast, the specificities of innate receptors are “hardwired,” meaning their microbial targets are selected over evolutionary time and, by definition, are limited in
Pattern recognition by the innate immune system. A schematic representation of the PRR families within the innate immune system. TLRs are transmembrane receptors, whereas Nods, Naips, Nalps, as well as the nucleic acid sensors RIG-1, MDA-5, and DAI-1 are all present in the cytosol. Most of these PRR families activate common transcription factors and induce the expression of proinflammatory genes. Members of the Naip and Naip families control activation of the inflammasome, a multienzyme complex responsible for the processing and secretion of IL-1. Whether other PRR families can directly induce inflammasome activation remains controversial. Refer to the text for a discussion of the ligands recognized by each PRR family.

Pattern recognition receptors (PRRs) are involved in multiple aspects of mammalian immune systems (14, 17). They can function as phagocytic transmembrane receptors (e.g., the mannose receptor and dectin-1) or soluble proteins involved in opsonization and complement activation (e.g., mannose-binding lectin) (18). Most relevant to the initiation of inflammation, though, are PRRs that link microbial recognition to proinflammatory signals (Figure 1). The best characterized of these gatekeepers of inflammation are the TLRs, an ancient family of transmembrane proteins (15). All TLRs contain an extracellular domain with a series of leucine-rich repeats (LRRs) and an intracellular domain with a conserved signaling module called a Toll/IL-1 receptor (TIR) domain. TLRs are expressed by phagocytic cells, such as macrophages, neutrophils, and DCs, and they link recognition of conserved components of bacteria, viruses, fungi, and protozoa to activation of these cells (15, 16). The growing list of TLR ligands includes LPS (TLR4); peptidoglycan, lipoteichoic acid, and zymosan (TLR2); double-stranded RNA (TLR3); flagellin (TLR5); single-stranded RNA (TLR7 and TLR8); and unmethylated CpG motifs in DNA (TLR9). Activation initiates a conserved signaling cascade that culminates in the activation of NF-kB and IFN-activated factor (IRF) transcription factors (19). These factors drive the expression of proinflammatory genes (such as TNF-α and IL-1) and initiate the production of signals that initiate adaptive immunity.

In addition to the membrane-spanning TLRs, a large family of cytosolic PRRs participates in the detection of pathogens that are able to enter host cells (20, 21). Understanding the role that this large family plays in host defense is an area of intensive research with many unanswered questions. These receptors are more varied than the TLRs, yet they are collectively referred to as nucleotide-binding oligomerization domain–like (Nod-like) receptors (NLRs), based on their structural similarity to the Nod1 and Nod2 proteins (4). NLRs share a similar domain structure, including an LRR domain, which mediates ligand recognition; a nucleotide-binding domain, which mediates dimerization; and a signaling module. The signaling modules dictate the functional outcome of NLR activation. For Nod1 and Nod2, this function seems somewhat similar to that of TLRs in that these receptors activate NF-kB and induce the expression of proinflammatory cytokines (22). In fact, in certain circumstances, activation of either Nod1 or Nod2 can synergize with TLR signaling, leading to enhanced cytokine production (23).

The function of other NLR family members is distinct from the functions of Nod1 and Nod2. A subset of the NLR family, which includes the NLR family apoptosis inhibitory proteins (Naips) and NACHT-, LRR-, and pyrin domain–containing proteins (Nalps), controls activation of the inflammasome, a multienzyme complex involved in activating caspase-1, a protease that processes pro–IL-1 into a mature active form that is then secreted (11). Naips and Nalps recognize bacteria (and possibly other classes of microbes) by targeting patterns similar to those recognized by TLRs (11). Ligands implicated in the activation of these receptors are quite diverse, including bacterial RNA, uric acid crystals, bacterial toxins, and flagellin (11). In contrast to TLRs, however, these ligands must reach the cytosol, either because the bacteria has crossed the cellular membrane or because the bacteria is able to inject proteins across this membrane.
Activation of the inflammasome leads to the secretion of IL-1, a potent proinflammatory cytokine that mediates many of the early signals that establish an inflammatory state (4, 11). In some cell types, activation of the inflammasome also induces rapid cell death. Sometimes referred to as pyroptosis, this form of cell death lacks many of the hallmarks associated with apoptosis (10, 24). Consequently, death by pyroptosis is thought to be more inflammatory than death by apoptosis (10). It has been suggested that rapid induction of cell death helps prevent bacterial replication (25, 26).

The function of TLR and NLR pathways are interconnected at multiple points (Figure 2). As mentioned above, Nod1 and Nod2 can synergize with TLRs to enhance cytokine production (23). In addition, TLR activation regulates the activity of the inflammasome. First, TLR signaling is required to induce expression of pro–IL-1 as well as components of the inflammasome itself (11). Without this TLR “priming,” activation of the inflammasome does not lead to significant IL-1 secretion, regardless of whether caspase-1 is activated (11). A second link comes from the fact that the receptor for IL-1 (IL-1R) signals via a cytosolic TIR domain (similar to the TIR domain of TLRs) and activates many of the same downstream signaling pathways as TLRs (5). In this sense, IL-1 might be considered the equivalent of an endogenous TLR ligand whose induction is controlled by NLR activation. In fact, many of the proinflammatory features attributed to TLR activation might be partially dependent on IL-1R signaling, especially considering that MyD88-deficient mice cannot signal through either type of receptor (27). In any case, it seems that the TLR and NLR pathways reinforce each other at multiple points.

A final group of cytosolic PRRs involved in sensing nucleic acid has been more recently discovered. The first of these receptors to be identified was retinoic acid–inducible gene I (RIG-I) (28), and these receptors are collectively referred to as RIG-I–like receptors (RLRs) (29, 30). RIG-I and melanoma differentiation–associated protein-5 (MDA-5) are PRRs with RNA helicase domains that detect foreign RNA in the cytosol. Foreign DNA is also sensed by the innate immune system (31–33). The molecular details of this pathway are less well characterized, although a protein called DNA-dependent activator of IFN-regulatory factors (DAI) was recently implicated in the recognition of foreign DNA in the cytosol (34). Both the RNA and DNA sensing pathways induce type I IFNs and contribute to the induction of an antiviral state (29, 30). It also seems that bacterial nucleic acid can activate these pathways, although how this activation occurs and its relevance for the immune response to bacteria is less clear (33, 35, 36). There is not yet any evidence that these pathways contribute to inflammasome activation, nor that there is cross-talk between TLRs and RLRs.

**The core innate immune response: inflammation to infection**

Inflammation is a general term used to describe the cascade of events that occurs in response to infection or tissue damage (1). The study of this process predates the modern era of molecular biology, and consequently many of the hallmarks of inflammation involve qualitative measures of cellular responses. However, the last several decades have seen an enormous increase in our understanding of the molecular pathways controlling inflammation and the early response to microbial infection (4, 5). In particular, TLRs and other PRRs play a crucial role in the induction of early signals that establish the inflammatory setting (2, 4). In this section I attempt to integrate our growing understanding of innate immune pathways into the complex framework of an inflammatory response. For the discussion to remain conceptually useful, I have chosen not to discuss the details of inflammation in great depth. This topic has been covered in detail elsewhere (2). Instead, I focus on what I consider the key regulatory steps in inflammation and how information conveyed by innate immune receptors can contribute at these steps.

The inflammatory response to infection has traditionally been classified as 4 distinct phases: recognition of infection, recruitment of cells to the site of infection, elimination of the microbe, and resolution of inflammation and return to homeostasis (1). Layered on this local inflammatory response is the induction of adaptive immunity, which occurs as DCs and antigen drain from the site of inflammation to regional lymph nodes (37). The innate and adaptive responses are intricately linked, and many of the signals discussed herein as they relate to inflammation are also important for efficient lymphocyte activation. Space considerations preclude a detailed discussion of these aspects of downstream innate signals.

**Recognition of infection.** Multiple cell types that are resident in tissues prior to infection express PRRs that are capable of recognizing microbial organisms. Most influential in the early sensing of infection are tissue-resident macrophages and DCs (37). Mast cells have also been implicated in the early phases of inflammation.
through their release of cytokines and preformed mediators such as histamine, prostaglandins, and leukotrienes (38). Macrophages and DCs engulf microbes, which they detect via PRRs that are expressed on their cell surface, within endosomal/lysosomal compartments, and in the cytosol (4, 37). The net result of pathogen recognition is activation of resident phagocytes and mast cells and the release of proinflammatory cytokines and preformed mediators. The pleiotropic effects of these molecules begin a cascade of events that will profoundly change the local environment of the surrounding tissue and vasculature (1, 2).

**Recruitment of inflammatory cells to the site of infection and elimination of the microbe.** Cytokines and other proinflammatory mediators induce changes in local blood vessel endothelial cells that promote the conversion of the infected tissue to an inflamed state. In particular, TNF-α, IL-1, and lipid mediators cause a series of morphological and molecular changes that collectively lead to increased migration of leukocytes and flow of plasma to the infected site. In most cases, neutrophils arrive within hours followed by a later influx of monocytes (9). Neutrophils enter the inflamed site armed with a battery of effector mechanisms that can wreak havoc on microbial organisms as well as host tissues (9). Not only do they possess granules loaded with proteases capable of degrading phagocytosed material, but they also produce ROS and reactive nitrogen species (RNS) that denature proteins, disrupt lipids, and damage DNA (39). After entering the site of inflammation, neutrophils phagocytose any available microbes and direct the contents of their granules toward these phagosomes (9). If neutrophils detect TNF-α but do not directly encounter any microbial particles after entering the tissues, they release their granules into the extracellular space in an effort to create an inhospitable environment for nearby pathogens (9). The contents of these granules are not uniquely toxic for microbial organisms and generate significant damage to host tissues and cells. For example, elastase, cathepsin G, and proteinase 3 are broad specificity serine proteases that can break down components of the extracellular matrix and destroy host cells leading to liquefaction of tissue. This toxicity is neither random nor accidental; it serves to contain the infection in the critical early phase before the full immune response has mounted. Mice lacking these proteases are highly susceptible to bacterial infections due to their inability to contain bacterial spread in the early phases of infection (40–42). All options for neutrophils, however, result in the same eventual fate: their death by apoptosis and clearance by macrophages. As mentioned earlier, these macrophages enter the site of inflammation after neutrophils, called by many of the same signals. In addition to the clearance of apoptotic neutrophils, macrophages also contribute to the killing of microbial organisms. They engulf and degrade microbes using proteases, antimicrobial peptides, ROS, and RNS.

**Resolution of inflammation.** If the inflammatory response is able to contain the microbial infection, then the overall response is shifted toward antiinflammatory signals and resolution of inflammation (43). Identification of the signals mediating this shift to resolution and repair is an area of active research, although several families of lipid-derived mediators play a clear role. In particular, lipoxins, protectins, and resolvins send antiinflammatory signals that actively promote resolution and tissue repair (44). The best characterized of these compounds are lipoxins, arachidonic acid (AA) derivatives generated by lipoxigenases (45). Lipoxins stop the influx of neutrophils, promote the uptake of apoptotic neutrophils by macrophages, and recruit additional monocytes to help clear away dead cells and tissue debris. How this switch to the antiinflammatory, pro-resolving phase of the inflammatory response is regulated remains unclear. One mechanism seems to be induction of lipoxins and protectins by macrophages that have ingested apoptotic neutrophils (45). In addition to these resolution mediators, macrophages, neutrophils, and epithelial cells produce secretory leukocyte protease inhibitor (SLPI) (46). SLPI inactivates the proteases released from neutrophil granules and pushes the inflammatory response toward resolution (47).

**Sterile inflammation**

Cells that die during tissue damage can trigger an inflammatory response that shares many features with inflammation induced by infection (1). For the sake of clarity, it is important to distinguish sterile injury from injury with associated infection, as these situations are conceptually distinct. The latter should be considered equivalent to microbial infection. In fact, most injuries are associated with concomitant infection, as they involve the disruption of a physical barrier, such as cuts or burns that enable microbes to bypass the skin. In certain cases, however, injury and cell death can occur in a sterile setting (48–51). The most common causes are trauma, ischemia, and ischemia-reperfusion. Even though these inflammatory triggers occur in the absence of infection, they induce many of the events described above, including DC activation and neutrophil and monocyte infiltration (27, 52). In severe instances, the inflammation associated with these injuries can escalate into circulatory shock and multiple organ failure (48). Precisely how tissue injury is detected in the absence of infection and what molecular events lead to inflammation are surprisingly poorly defined. A growing body of literature, however, implicates TLRs and other innate receptors in the detection of sterile injury (49, 50, 53).

A number of endogenous molecules that are released when cells die by necrosis have been proposed to be indicative of sterile cell injury. These endogenous ligands include heat shock proteins, hyaluronan, β-defensins, uric acid crystals, and numerous other biomolecules (6, 49–52, 54–62). Although TLR family members have been implicated in the recognition of these ligands, such studies are always plagued by the specter of microbial contamination as the basis for the stimulation (63). Still, it is becoming increasingly difficult to dismiss the stimulatory capacity of all endogenous ligands as the result of microbial contamination. Perhaps the strongest evidence that TLRs play a role in the detection of tissue injury comes from studies of TLR-deficient mice using various models of tissue injury. Using a sterile lung injury model, Noble and colleagues have demonstrated a role for TLR2 and TLR4 in mediating inflammation and tissue repair (49). In this system, TLR2 and TLR4 seem to recognize damaged extracellular matrix by binding breakdown products of hyaluronan, a large nonsulfated glycosaminoglycan that can be cleaved during tissue damage. Additional support for TLR-mediated detection of injury comes from models of hemorrhagic shock and bilateral fractures (48, 50). TLR4-deficient mice mount substantially weaker inflammatory responses in these models of traumatic sterile injury. Precise characterization of the endogenous TLR ligands in these models is still lacking, but it is difficult to argue with the strong in vivo phenotypes of TLR-deficient mice in these studies.

Apart from these models of sterile tissue injury, deciphering the role of endogenous TLR ligands in inflammation is difficult. Although numerous in vitro studies have identified endogenous
ligands that can stimulate TLRs, without clear in vivo evidence it is difficult to rule out microbial contamination. Nucleic acid ligands are the possible exception to this generalization. Host RNA and DNA are released from necrotic cells during tissue injury and infection-induced inflammation (64). These nucleic acids can serve as ligands for certain TLR family members, most notably TLR7, TLR8, and TLR9 (64), and certain endogenous proteins seem to play a role in delivering these ligands to TLRs in endosomes and lysosomes. In particular, the nuclear DNA-binding protein high-mobility group box 1 (HMGB1) has been implicated in TLR activation in certain inflammatory settings (65, 66). One model for HMGB1 function in inflammation stems from its ability to bind, stabilize, and deliver genomic DNA released from necrotic cells to TLR9 (65, 66). This model would model make sense, as HMGB1 is released from necrotic cells and in some cases is secreted by activated macrophages. In mouse models of endotoxic shock as well as in human septic patients, elevated HMGB1 levels have been observed in the serum. Remarkably, neutralizing antibodies directed against HMGB1 can lentent, perhaps due to the high likelihood of concomitant infection during tissue damage. As mentioned above, severe trauma can lead to hemorrhagic shock much like overwhelming infection can lead to sepsis. Nevertheless, these severe examples might misrepresent whether the overall purpose of each response is similar. Indeed, it is difficult to envision why the response to tissue damage would be identical to the response to infection. In the former, the goal is to repair, whereas the latter requires additional damage before healing can begin. Tissue repair requires tissue remodeling, breakdown of extracellular matrix, and proliferation of cells to reestablish homeostasis, and many of these aspects overlap with features of the resolving phase of inflammation in response to infection (1). Much of the collateral damage caused by activated neutrophils and macrophages during microbial infection might be unnecessary to heal a sterile wound.

The problem with the conceptual argument I make above is that, as discussed earlier in this Review, both tissue injury and microbial infection converge on the same set of receptors. If the responses to these triggers are distinct, then at a molecular level we must consider a model in which the same receptor induces distinct signal transduction and gene expression when activated by an endogenous ligand versus a microbial ligand (Figure 3). Such phenomena have been observed for TLR2 and TLR4. A study examining the transcriptional response to necrotic cells found that necrotic cells can induce a TLR2-dependent transcriptional response that is distinct from the response induced by microbial TLR2 ligands (71). Notably, necrotic cells induced the expression of genes involved in tissue repair, such as those encoding VEGF and MMP-3 (also known as stromelysin), as well as those encoding chemokines involved in neutrophil and macrophage recruitment (including KC and macrophage inflammatory protein 2). In contrast, microbial TLR2 ligands induced a distinct response, including the proinflammatory cytokine IL-12. TLR4 also seems capable of distinct signaling in response to different ligands. In response to vesicular stomatitis virus G protein (VSV-G), TLR4 induced only a subset of the downstream signaling pathways activated by LPS (69). Thus an individual TLR is capable of differential signaling in response to different ligands, although the mechanisms responsible for these distinct responses remain undefined.

In light of these data, it seems possible that endogenous TLR ligands released during injury might induce a transcriptional response that is distinct from the response induced by microbial ligands. In the context of an infection, these endogenous ligands...
might play a role in amplifying inflammatory signals, but by themselves might lead to a qualitatively different response that favors healing. Mechanistically, endogenous ligands might be weak stimulators that induce a partial signal during tissue damage. Alternatively, there might be additional, TLR-independent signaling pathways induced by tissue damage that direct the TLR-dependent response toward repair. This scenario would be conceptually related to the crosstalk between the TLR and NLR pathways. Microbial TLR signaling would need to be dominant over these modulating pathways, however, as premature tissue repair before an infection is resolved must be avoided. Of course, these two models are not mutually exclusive and other possibilities can be envisioned. One consequence of inflammation that might differ between triggers is the induction of adaptive immunity. In the case of sterile injury, there are no foreign antigens, so activation of T and B lymphocytes is irrelevant. Interestingly, proresolution signals such as lipoxins can block IL-12 induction (72). Thus in the absence of microbial infection the healing response might inhibit induction of adaptive immunity.

Mechanisms of differential gene induction via innate receptors. To test the hypothesis that specific stimuli induce distinct inflammatory outcomes, the molecular basis of gene regulation during these different scenarios must be dissected. The mechanisms that lead to specific gene induction downstream of TLRs and other innate receptors are not well understood. Most pathways converge on a common set of transcription factors (e.g., NF-κB, IRFs, and AP-1), which makes it challenging to envision how specificity can be generated. Recent progress in this area suggests that answers might come from the study of chromatin modifications at the loci of key proinflammatory or tissue repair genes. Several groups have identified distinct classes of TLR4-induced genes in macrophages based on patterns of chromatin regulation (68, 70, 73). One discriminator involves the dependence on transcriptional regulators such as the SWI/SNF (switching-defective/sucrose non-fermenting) class of nucleosome-remodeling complexes. The loci of primary response genes do not require the activity of SWI/SNF complexes, whereas the loci of secondary response genes must be modified by these complexes before transcription can occur (70). For example, Tnfa is classified as a primary gene whose induction downstream of TLR4-initiated signaling does not require nucleosome remodeling by SWI/SNF. In contrast, Il12-p40, a secondary response gene, requires SWI/SNF to remodel nucleosome structures within this locus, to enable certain promoter elements to become accessible to transcription factors necessary for gene expression. A second level of classification involves the regulation of gene expression in response to repeated stimulation. Tnfa is a classic example of a “tolerable” gene; that is, although macrophages produce high levels of TNF-α the first time they are stimulated with LPS, they do not produce TNF-α when stimulated with LPS for a second (and third) time. Although the expression of certain genes is shut down upon repeated stimulation, other genes remain responsive to secondary TLR4 signaling (68). For example, the gene encoding cathelicidin antimicrobial peptide (Cnlp) is not subject to tolerance and continues to be expressed by macrophages repeatedly stimulated with LPS. In fact, Cnlp represents a class of genes that is induced more strongly following a second stimulation with LPS and, if originally classified as a secondary gene, no longer requires SWI/SNF complexes for expression (68). This work might be highly relevant to the discussion of specificity within inflammation for at least two reasons. First, it provides a mechanism by which genes can be differentially regulated downstream of the same TLR. Second, it suggests this differential regulation might have evolved to control the expression of distinct functional classes of genes. In the example discussed above, proinflammatory genes such as Tnfa are tolerized, whereas antimicrobial peptides continue to be produced, as they help control microbial infection without risking unnecessary inflammatory disease. This type of regulation might account for specific induction of repair genes in the context of sterile injury. For example, induction of proresolving genes such as those encoding lipoxins and SLPI might occur more rapidly in the absence of microbial TLR ligands.

A final level of specificity might come from contextual inputs gathered from the location of PRR signaling. The clearest example of this phenomenon is the activation of NLR pathways by pathogens that access the cytosol. Although the TLR and NLR pathways can be coordinately activated, they each sample distinct subcellular compartments, so activation of these pathways provides
contextual information regarding the nature of the microbial challenge to the host (Figure 2). Specifically, the activation of the NLR pathway is interpreted as an indication that a pathogen has gained access to the cytosol, a disturbing development for the host that necessitates a qualitatively distinct response. Such access can occur when microbes disrupt the phagosome and replicate in the cytosol or, alternatively, when pathogens use secretion systems to inject effector proteins into the cytosol to manipulate host cells. Both events are quite threatening, as they indicate the presence of a microbe with an agenda; that is, a microbe with virulence factors that can manipulate the host response. Therefore, activation of NLR family members is interpreted as a much more severe situation for the host than TLR activation alone. Accordingly, activation of the inflammasome results not just in IL-1 processing and secretion but also induces a form of rapid cell death more related to necrosis than apoptosis. It has been suggested that the rationale behind this host-driven cell death is that the pathogens are deprived of the safer intracellular environment in which they can hide from host defenses (23, 26). For example, macrophages infected with *Legionella pneumophila* undergo a rapid cell death that is dependent on detection of cytosolic flagellin by the NLR family members Naip5 and ICE-protease activating factor (IpaF) (26, 74, 75). Rapid macrophage death restricts *L. pneumophila* growth. Similar pathways contribute to the restriction of growth for a number of bacterial pathogens, although the NLR family members involved in sensing the pathogenic bacteria vary, as do their molecular targets (11). Although this rapid cell death helps contain certain pathogenic bacteria, it can also promote inflammation by releasing the contents of cells without the ordered, antiinflammatory events characteristic of apoptotic cell death (24). The proinflammatory nature of this response is an interesting byproduct of this innate immune pathway that restricts pathogenic bacterial cell growth. Whether the proinflammatory signals resulting from cell death also help contain infection has not yet been tested experimentally.

**Perspectives and challenges**

Information gathered from the activation of innate receptors by distinct ligands and within distinct compartments can be integrated into a decision about the appropriate degree of inflammation (Figure 3). This decision is likely to involve complex control of target genes through differential signaling or through local epigenetic mechanisms, although many of the mechanistic details responsible for this specificity remain undefined. These inputs might lead to qualitatively different inflammatory outcomes based on whether the trigger is sterile tissue damage, microbial infection, or pathogen infection. In light of this model, it is interesting to note that IL-1 might be responsible for many of the damaging aspects of inflammation. The fact that multiple microbial inputs are required for the optimal induction of this cytokine suggests that not all triggers of inflammation must induce the same degree of damage. By dissecting how specific gene induction is achieved by innate immune signaling pathways, we can begin to discover how to manipulate these different degrees of inflammation.

**Acknowledgments**

I thank Russell Vance, Dan Portnoy, and members of my lab for discussions.

Address correspondence to: Gregory M. Barton, Division of Immunology, Department of Molecular and Cell Biology, University of California, Berkeley, 401 Life Sciences Addition (MC 3200), Berkeley, California 94720-3200, USA. Phone: (510) 642-2083; Fax: (510) 642-1386; E-mail: barton@berkeley.edu.

34. Takaoka, A., et al. 2007. DAI (DLM-1/ZBP1) is a