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Fraudulent business practices, such as those leading to the Enron scandal and the conviction of Bernard Madoff, evoke a strong sense of public outrage. But fraudulent or dishonest actions are not exclusive to the realm of big corporations or to evil individuals without consciences. Dishonest actions are all too prevalent in everyone’s daily lives, because people are constantly encountering situations in which they can gain advantages by cutting corners. Whether it’s adding a few dollars in value to the stolen items reported on an insurance claim form or dropping outlier data points from a figure to make a paper sound more interesting, dishonesty is part of the human condition. Here, we explore how people rationalize dishonesty, the implications for scientific research, and what can be done to foster a culture of research integrity.

The role of motivated reasoning and conflicts of interest

Ethics research, including our own work, has shown that dishonesty is not about good versus bad people, rather it is primarily about conflicts of interest and motivated reasoning (1). Dishonest actions penetrate the most mundane of situations and are committed by ordinary people that have moral standards and think highly of themselves in terms of being honest and exemplar members of society. Yet, when facing a conflict-of-interest situation in which people are tempted to give in to selfish motives at the expense of crossing the boundaries of what they usually consider morally acceptable, they can find “perfectly valid” reasons for these actions. Such motivated reasoning allows people to stretch moral boundaries without feeling bad about themselves or even registering the immorality of their conduct.

How do we study dishonesty?

Throughout the years, we have gathered a vast amount of evidence for this deeply human condition. We study dishonesty with various conflict-of-interest tasks (1). One such task is the matrix task, in which participants are presented with a test sheet with 20 matrices, with each matrix consisting of 12 numbers. Participants’ task is to find and circle in each matrix two numbers that add up exactly to 10 (e.g., 1.53 and 8.47). For each correctly solved matrix, we pay $0.50. After five minutes, participants count the number of correctly solved matrices on their test sheet and write down their performance on a collection slip. In our baseline control condition, participants submit both the test sheet and the collection slip. The experimenter then checks each participant’s performance and pays them accordingly. In our treatment condition, we instruct participants to shred their test sheet and only submit the collection slip to the experimenter. The experimenter then checks each participant’s performance and pays them accordingly. In our treatment condition, we instruct participants to shred their test sheet and only submit the collection slip to the experimenter. The experimenter then checks each participant’s performance and pays them accordingly. In our treatment condition, we instruct participants to shred their test sheet and only submit the collection slip to the experimenter. The experiment then checks each participant’s performance and pays them accordingly. In our treatment condition, we instruct participants to shred their test sheet and only submit the collection slip to the experimenter. In this latter condition, participants face a conflict of interest at the end of the task: they know that they can either be honest or overstate their performance to earn more money. Several versions of this experiment, with thousands of participants in various countries, consistently find that, despite random assignment to these conditions, participants “solve” more matrices in the conflict-of-interest condition — evidence for dishonesty. Interestingly, however, despite theoretically being able to claim having solved all 20 matrices and getting away with it, people rarely cheat by the maximum amount. On average, they cheat by only 2 to 3 matrices. Finally, these observations are never driven by a few bad apples that cheat by the maximum possible amount while others are honest. Instead, we find that almost everyone cheats but only by a limited amount.

The idea behind this limited amount of dishonesty is that motivated reasoning only works within certain boundaries. In other words, if people cheat too much, it becomes hard to rationalize away their immoral conduct so that they can continue feeling good about themselves in terms of their morality. Thus, it is important to understand what makes it easier or harder to engage in motivated reasoning. We found that when we give participants tokens for each correctly solved matrix that are then exchanged for $0.50 each, cheating significantly increases. Why? Because the consequences of peoples’ actions are now less direct, and this artifact facilitates motivated reasoning.
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The good news is that we have evidence that moral reminders in the form of, for example, the Ten Commandments or commitments such as signing an honor code impede motivated reasoning and thus dishonesty (2). The key aspect to such reminders is their timing. For example, people are often asked to confirm the veracity of self-reports, such as their income tax or insurance claim, at the end of a form, after they have already faced the conflict of interest and likely engaged in some amount of dishonesty and motivated reasoning. We have shown in our work, for example, that a small rearranging of the code of honor on an insurance form—moving it from the end to the beginning—significantly decreased dishonest self-reports of policy holders (see What we know about dishonesty).

Implications for biomedical research

In research and in the practice of medicine, there are lots of opportunities for conflicts of interest and motivated reasoning. These opportunities are not due to bad people, they are just a by-product of how the academic research system and the rewards for certain kinds of research outcomes have been created (just as there were opportunities due to the structure of the financial system and bonuses for certain kinds of investment gains). No system design is perfect, and selfish motives are an evolutionary factuality. This is why society has developed a system of moral values and principles of conduct that are taught to children from the moment they are born.

For example, the academic research system rewards statistically significant research findings with prestigious publications, grants, and promotions. Statistically nonsignificant research findings, on the other hand, are almost entirely disregarded, despite the fact that we sometimes learn more from them. Consequently, the system sets up a conflict of interest when, after thousands of dollars of research funding and hundreds of hours of work, one faces null effects (3). Tampering with data and misreporting of experimental procedures and results seems like a severe and rare reaction, but even the tendency to underreport negative and overreport positive data, which may appear less severe and therefore more acceptable, is a troublesome practice with potentially harmful consequences for the biomedical research community.

This temptation for bias in research reporting can extend beyond underreporting negative and overreporting positive data to selective reporting of results that conform to the hypothesis being explored. Researchers naturally become invested in their own proposed model, and there are many opportunities to disregard data that do not fit or to selectively show results that validate the model, even if they do not represent a typical outcome. Particularly in preclinical research, in which sample sizes are often small, it may be tempting to focus only on findings that corroborate the hypothesis. In addition, preclinical studies are not “preregistered” the way that clinical studies are, which means researchers do not have to declare their primary endpoints before the study begins. This allows them to be much more fluid about how the study is designed and what outcomes are reported. With limited research dollars, pressure to produce positive results, and increasingly in-depth studies, the opportunity exists to rationalize biased presentation of data, whether it is a Western blot, flow cytometry data, microscopy, or the reported severity of a given phenotype (4).

Yet another example of an opportunity for a conflict-of-interest situation is created through group-based work. The more people that are part of a decision-making process and involved in a research paper or care of a patient, the easier it is to use diffusion of responsibility in their motivated reasoning to give in to selfish motives in conflict-of-interest situations (5). Multiauthor papers are now standard in biomedical research, with papers often including work of many different labs. In such situations, some authors may not have scrutinized all of the raw data, providing a potential opportunity for an author to provide a desirable result without much accountability.

Other examples of conflicts of interest in clinical research studies include the nonblind selection of patients for clinical tests and protocols or the receiving of grants, gifts, and invitations (part of their standard promotional arsenal) or consulting payments and investment income from medical companies and device companies. It is hard for anyone in such situations to suppress their underlying motives or feelings of reciprocity to be entirely unbiased (for a more nuanced discussion see ref. 6). While it is true that, for many of these types of issues, the International Committee of Medical Journal Editors has created standards to which the community must adhere in order to have their work published (e.g., all clinical studies must be preregistered in an international recognized platform, such as clinicaltrials.gov; authors need to report any type of industry funding received), these safeguards often are not implemented at the right time: at the time when researchers face a conflict of interest and need to decide which path to take. This mismatch in timing reduces their effectiveness. Furthermore, safeguards that are meant to encourage honesty and accountability are largely missing for preclinical research.

What we know about dishonesty

Dishonesty is not about a few bad apples.

Virtually everybody is dishonest but only by a limited amount.

Dishonesty is guided by one’s ability for motivated reasoning in conflicts of interest.

Motivated reasoning and thus, dishonesty, is increased in situations in which the consequences of one’s actions are less direct.

Motivated reasoning and thus, dishonesty, is decreased through timed moral reminders.

What can we do?

If we adopt the standard view that we encounter in policy and law, we would think that policing and punishment are the answers. But these alone are not the sole answers; otherwise, we would not have any of the problems presented here. The standard view assumes that we are rational human beings for whom the decision...
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of whether to be dishonest is like any other decision: we weigh the benefits of being dishonest (e.g., one more top-tier publication) to its costs (i.e., the likelihood of being caught and the severity of the punishment one would have to face if caught). According to this view there is no morality. The world is simple. As long as the trade-off is in favor of the benefits, we will be dishonest. Thus, dishonesty is easy to fix. All one needs to do is to amp up the costs (or reduce the benefits) and make everyone aware of them. If, however, we understand that dishonesty is part of the human condition, that it is about the system that creates conflicts of interest and humans’ ability for motivated reasoning and not the person itself, what can we do?

There is no one-size-fits-all solution, but what we can learn from dishonesty as a fundamental part of the human condition is that there are several additional tools that have been largely untapped: education, moral reminders, and system design-changes to name but a few.

Education is a pillar of utmost importance. From the start, students need to be trained in proper conduct and taught about potential conflicts of interest as well as the potential perverse effects of their disclosures (7, 8). Furthermore, they need to be given directions on how to deal with conflicts of interest as well as situations in which they witness others engaging, knowingly or unknowingly, in misconduct. In this context, it is important to set very clear and specific rather than general rules of conduct — at least for the most critical of situations. For example, “Doctors should not accept gifts from patients” is much less subject to motivated reasoning than “Doctors should not engage in conflicts of interest” (9). This way we learn early on that there are certain rules that we need to obey, and over time, these rules become conventions commonly adhered to. While not formalized, they become the fabric that builds and maintains respect, cooperation, and trust. Along similar lines, we may want to reconsider recommendations for how researchers and institutions train students and postdocs. The NIH requires basic ethics training, but what we can learn from dishonesty as a fundamental part of the human condition is that there are several additional tools that have been largely untapped: education, moral reminders, and system design-changes to name but a few.

Education is a pillar of utmost importance. From the start, students need to be trained in proper conduct and taught about potential conflicts of interest as well as the potential perverse effects of their disclosures (7, 8). Furthermore, they need to be given directions on how to deal with conflicts of interest as well as situations in which they witness others engaging, knowingly or unknowingly, in misconduct. In this context, it is important to set very clear and specific rather than general rules of conduct — at least for the most critical of situations. For example, “Doctors should not accept gifts from patients” is much less subject to motivated reasoning than “Doctors should not engage in conflicts of interest” (9). This way we learn early on that there are certain rules that we need to obey, and over time, these rules become conventions commonly adhered to. While not formalized, they become the fabric that builds and maintains respect, cooperation, and trust. Along similar lines, we may want to reconsider recommendations for how researchers and institutions train students and postdocs. The NIH requires basic ethics training, but it is even more important to create a standard practice of principal investigators asking their students how often they ran an experiment, insisting on always showing the complete set of raw data and presenting individual data points instead of data processed into figures, and inquiring about any outliers or excluded observations.

In addition, moral reminders should be applied at the right time, that is, in the specific contexts in which we may experience conflicts of interest. Even the strongest of us experience weak moments in which the benefits that one may reap from dishonest actions are just too tempting. In these situations, moral reminders may help us focus again and keep us on the right path. For example, having to read aloud and sign an honor code just before indicating the procedure performed on a patient for health insurance claim purposes may deter some doctors from faulty reporting (2). The challenge of such reminders is to get peoples’ sustained attention at the right time.

The most substantive change would be around system-design changes that modify how institutions reward researchers. In designing such changes, we should try to eliminate conflict-of-interest situations as much as we can, once identified. For example, if we know that it is easier to get funding for statistically significant findings, which tempts researchers to misreport, we could change the rules for funding. In general, we need to start rewarding people for doing things the right way, no matter if this culminates in statistically non-significant results or prolonged research projects. We need a culture in which we celebrate and take pride for following the proper process and protocol and not for the delivery of certain outcomes. That is, in an ideal world, we want to redesign institutional rewards, such as tenure, or the criteria for grants and publications (to which tenure is currently inherently linked) to consider the scientific process and conduct of researchers. Similarly, if we know that, financial conflicts aside, researchers’ desire for their treatment to succeed often clouds judgment, we may want to create a system in which scientists who develop novel treatments are not the ones testing them. As has been pointed out, since the skills required to develop novel treatments tend to differ from the skills needed to run clinical trials in humans, separating the roles should not threaten innovation (6). In addition, journals could introduce a requirement of preregistering online not only clinical but also preclinical trials (10) and continue to establish higher standards (i.e., more transparency and detail) of data reporting (11) for publication.

Summary

Dishonesty is part of the human condition, and we need to think realistically about how we want to deal with such a world. We can pretend that we are entirely rational human beings, thereby implicitly shutting our eyes to the deeper problems. But we can also choose to accept our capacity for motivated reasoning and that the world is not just black and white. We can accept that we need to actively think about ways to help ourselves to change the environment in which our research community is operating such that we have an easier time staying on the right path rather than falling down a slippery slope.
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